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Our goal is to understand complex observations in terms of few causes
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To iteratively improve recognition, we need both generation and recognition
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Example: 1D observations with two Gaussian causes
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Example: 2D observations with non-Gaussian causes



Generative model, with heuristics
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Figure 1. Images of the natural environment,
such as this view of a log resting on a stony
embankment (top), exhibit a surprising degree
of statistical similarity. To investigate these
qualities, the authors had first to remove the
effects of the photographic process from their
images, yielding estimates for the actual bright-
ness (luminance) in each pixel. Because lumi-
nance spans an enormous range—it varies from
about 100 to 40,000 candles per square meter
in this image—linearly scaling these values to
the shades that can be printed makes the
scene look strangely dim and stark (lower right).
Histograms of pixel intensity (yellow panels)
show that the distribution of luminance values
is short and wide in a light region, whereas it is
narrow and peaked in a dark area. Summing
the results from the three sample regions
(white boxes) produces a distribution skewed
toward low values, one that matches the shape
of the histogram obtained for the image as a
whole.
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context sparsifies responses in V1


